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Since Gauss solved the least squares problem, the mean square error (MSE) has been at the core of data modeling due to the optimality under the Gaussian assumption and the elegant and easy to compute analytical solutions. In spite of all these advantages, the optimality of MSE and second-order statistics is predicated on the fundamental assumption of Gaussianity, which is not always appropriate in a variety of scenarios of growing importance in signal processing theory, communications, pattern recognition and machine learning (e.g., optimum nonlinear filtering, nonlinear system identification, blind equalization, feature extraction, neural network learning). After all, constraining only the second-order statistics of the signals is in general not sufficient for learning and adaptation purposes. 
    When an adaptive system is to be optimized, we are interested in transferring as much information as possible about the underlying statistical and/or dynamical structure of the data at hand (in the form of input and desired response, if supervised) onto the parameters of the adaptive system. We call this operation information theoretic filtering (ITF) in a signal processing context, or information theoretic learning (ITL) in a broader machine-learning context. 
In this tutorial we will address the basics of informtaion theoretic learning starting with a brief introduction of information theory and the development of nonparameteric estimators for entropy. We will enunciate properties of the new cost functions, and show how they can be searched with gradidnet based algorithms. Finally, several examples of ITL will be provided in system identifcation and data modeling, feature extraction, pattern recognition and in blind signal processing.  



_Jose C. Principe (M’83-SM’90-F’00) is a Distinguished Professor of Electrical and Computer Engineering and Biomedical Engineering at the University of Florida where he teaches advanced signal processing, machine learning and artificial neural networks (ANNs) modeling. He is BellSouth Professor and the Founder and Director of the University of Florida Computational NeuroEngineering Laboratory (CNEL). His primary area of interest is processing of time varying signals with adaptive neural models. The CNEL Lab has been studying signal and pattern recognition principles based on information theoretic criteria (entropy and mutual information). 
Dr. Principe is an IEEE Fellow. He is a member of the ADCOM of the IEEE Signal Processing Society, Member of the Board of Governors of the International Neural Network Society, and Editor in Chief of the IEEE Transactions on Biomedical Engineering. He is a member of the Advisory Board of the University of Florida Brain Institute.  Dr. Principe has more than 90 publications in refereed journals, 10 book chapters, and 200 conference papers.  He directed 35 Ph.D. dissertations and 45 Master theses.  He recently wrote an interactive electronic book entitled “Neural and Adaptive Systems: Fundamentals Through Simulation” published by John Wiley and Sons. 
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