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A)  Tutorial Title: 


“AUTONOMOUS LEARNING: THE NEW CONNECTIONIST ALGORITHMS”
B)   Tutorial Abstract:


This tutorial will present several new learning methods, ones that can lead to the development of truly autonomous learning systems. For autonomous learning systems of any type, ones that can learn on their own, it is absolutely necessary to have learning algorithms that can design and train neural networks on their own without any kind of human intervention. 

This tutorial will review the core ideas of classical connectionist learning, discuss a new framework for brain-like learning and show the inadequacies of classical connectionist learning in this new framework. This is followed by a discussion on algorithmic complexity and on the influence of network architecture on the complexity of learning. Polynomial time complexity of learning algorithms is an essential property for developing autonomous learning systems. The new algorithms all have polynomial time complexity. This tutorial then presents several new learning methods that do the following: (1) automatic feature ranking and feature selection, (2) automatic design and training of neural networks in polynomial-time complexity, and (3) error minimization and generalization at the same time. And none of these tasks require human-intervention of the algorithms (e.g. trial-and-error with different parameter values and network design, etc.).

