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1. Title:

    Least Squares Support Vector Machines


2. Abstract


Support Vector Machines is a powerful methodology for solving problems in nonlinear classification, function estimation and density estimation which has also led to many other recent developments in kernel based methods in general. Originally, it has been introduced within the context of statistical learning theory and structural risk minimization. In the methods one solves convex optimization problems, typically quadratic programs. Least Squares Support Vector Machines (LS-SVM) are reformulations to the standard SVMs which lead to solving linear KKT systems. LS-SVMs are closely related to regularization networks and Gaussian processes but additionally emphasize and exploit primal-dual interpretations. Links between kernel versions of classical pattern recognition algorithms such as kernel Fisher discriminant analysis and extensions to unsupervised learning, recurrent networks and control are available. Robustness, sparseness and weightings can be imposed to LS-SVMs where needed and a Bayesian framework with three levels of inference has been developed. LS-SVM alike primal-dual formulations have been given to kernel PCA, kernel CCA and kernel PLS. For large scale problems and on-line learning a method of Fixed Size LS-SVM has been proposed. In this method estimation is done in the primal space in relation to a Nystrom sampling with active selection of support vectors. In this tutorial the main theoretical concepts and algorithms of the methods will be explained and illustrated with examples in different areas as datamining, bioinformatics, biomedicine and financial engineering.


Contents of the tutorial

           Support Vector Machines 

           Least Squares Support Vector Machines; links with Gaussian processes, regularization networks, and kernel FDA 

           Bayesian Inference for LS-SVM Models 

           Weighted versions and robust statistics 

           Large Scale Problems: Nystrom sampling, reduced set methods, basis formation and fixed size LS-SVM 

           LS-SVM for Unsupervised learning; support vector machines formulations for kernel PCA, CCA, PLS 

           LS-SVM for Recurrent Networks and Control 

           Illustrations and applications



Main Reference and links
- J.A.K. Suykens, T. Van Gestel, J. De Brabanter, B. De Moor, J. Vandewalle,  
  Least Squares Support Vector Machines,  
  World Scientific Publishing Co., Pte, Ltd. Singapore, 
  in press (ISBN 981-238-151-1) 
- LS-SVM overview talk
  http://www.esat.kuleuven.ac.be/sista/natoasi/suykens.pdf 
- LS-SVMlab Matlab/C software and publications
  http://www.esat.kuleuven.ac.be/sista/lssvmlab/ 






3. Biosketch


Johan A.K. Suykens was born in Willebroek Belgium, May 18 1966. He received the degree in Electro-Mechanical Engineering and the Ph.D. degree in Applied Sciences from the Katholieke Universiteit Leuven, in 1989 and 1995, respectively. In 1996 he has been a Visiting Postdoctoral Researcher at the University of California, Berkeley. At present, he is a Postdoctoral Researcher with the Fund for Scientific Research FWO Flanders and a Professor at K.U.Leuven. His research interests are mainly in the areas of the theory and application of nonlinear systems and neural networks. He is author of the books "Artificial Neural Networks for Modelling and Control of Non-linear Systems" (Kluwer Academic Publishers) and "Least Squares Support Vector Machines" (World Scientific) and editor of the book "Nonlinear Modeling: Advanced Black-Box Techniques" . The latter resulted from an International Workshop on Nonlinear Modelling with Time-series Prediction Competition that he organized in 1998. He has served as associate editor for the IEEE Transactions on Circuits and Systems-I (1997-1999) and since 1998 he is serving as associate editor for the IEEE Transactions on Neural Networks . He received an IEEE Signal Processing Society 1999 Best Paper (Senior) Award and several Best Paper 
Awards at International Conferences. He is a recipient of the International Neural Networks Society INNS 2000 Young Investigator Award for significant contributions in the field of neural networks. He has served as Director and Organizer of a NATO Advanced Study Institute on Learning Theory and Practice taking place Leuven July 2002. 
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5. Support vector machines


